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Annex B: EC08 Pilot Architecture

1 Introduction

The EC08 Pilot Architecture will be instantiated from the Concept Architecture at Appendix A to this Annex.  The Concept Architecture was produced for EC08 and accepted by the sponsor as the guide for the pilot.  It was produced using the Department of Defense Architecture Framework (DODAF) whereas the architectural viewpoints of this document represent that information distilled into an ISO Reference Model for Open Distributed Processing (RM-ODP) framework to enable those unfamiliar with DODAF to more quickly understand what is required.  However, work during the pilot will be done using only DODAF. 

Appendix A Concept Architecture is an architectural design report accepted by the sponsor that will guide the work in this Pilot.

Appendix B Supporting Material to this annex is comprised Use Cases and OV6c diagrams.

Appendix C IP Architecture References to this Annex is comprised of references used in preparation of this document.

2 Enterprise Viewpoint

The enterprise viewpoint describes business perspective, purpose, scope and policies.

2.1 Overview

The goal of the EC08 Pilot project is to validate open geospatial technologies and standards for specific ISR capabilities suitable for insertion into the EC08 and out-year exercises.  The results of this pilot will drive future Empire Challenge activities for insertion of standards-based SOA standards and technologies.  

This document introduces the EC08 Concept Architecture
  and a set of use cases that describe activities associated with the EC08 Joint Mission Threads (JMT): Persistent Surveillance, Multi-Domain Awareness, Non-Traditional ISR, Joint Targeting and ISR Management.  In particular, we stress the use of Full Motion Video (FMV) as it is expected to figure prominently in the EC08 sensor architecture.

The concept architecture and this annex contain architectural artifacts designed to describe key aspects of the expected EC08 Pilot and highlight where open geospatial technologies and standards can be leveraged toward the greatest gain.  The methodology used to extend and adapt these architectural products as the nature of EC08 becomes better defined is also described herein.  This information thereby provides system context for insertion, into the EC08 demonstration environment, of technologies that implement and support the NGA Spatial Data Infrastructure 1.0 (SDI 1.0) profile of OGC Web Services (OWS) specifications and the OGC Sensor Web Enablement (SWE) family of specifications.
2.2 Stakeholders and participants

2.2.1 Stakeholders

EC08 Pilot stakeholders include:

· National Geospatial-Intelligence Agency 

· DoD components 

· Coalition partners

· NATO

2.2.2 DCGS Providers

The Distributed Common Ground Systems (DCGS) is the existing family of enterprise architectures with which the sensor systems will interact in order to realize a DoD network centric environment. It includes the following concepts:

· Sensor data repositories

· Data discovery and retrieval

· Technical standards

This pilot project is concerned with defining, implementing and demonstrating DCGS interfaces based on OGC standards.

2.2.3 SensorWeb

Parts of the SensorWeb framework provided by Northrop-Grumman were used in Empire Challenge 07 and will serve as a baseline for EC 08 activities.  SensorWeb will provide a SWE-enabled data center which will interface with other systems such as DCGS, sensors, networks, and other COTS/GOTS products and system components of the EC08 architecture.  The SensorWeb architecture is illustrated in Figure 1 below.


[image: image1.emf]
Figure 1. SensorWeb System
2.2.4 Implementers

An important aim of OGC testbeds such as the EC08 Pilot is to involve vendors, developers, administrators, and other stakeholders in collaboratively solving interoperability problems which arise in the course of actually applying OGC standards.

2.3 Use Cases

The following use cases were selected because they leverage each of the JMTs in some way and represent a logical, sequential means to expose the core activities we expect to see performed during the EC08 evolution.  Each use case represents a single, repeatable interaction that a user or "actor" experiences when using the system. A use case typically includes one or more "scenarios" which describe the interactions that go on between the Actor and the System, and documents the results and exceptions that occur from the user's perspective.  Use cases may include other use cases as part of a larger pattern of interaction and may also be extended by other use cases to handle exceptional conditions. 

2.3.1 System Actors

There are many actors involved in the C4ISR enterprise and those thought to specifically support the Find-Fix-Track-Target-Engage-Assess (F2T2EA) use cases of the EC08 Concept Architecture are listed here: 

	Collection Manager(s)
	Track Manager(s)
	Targeteer(s)

	Execution Manager(s)
	Exploitation Analyst(s)
	Combat Assessment Analyst(s)

	ISR Operations Staff
	ISR Resource(s)
	ISR Resource Mission Manager(s)

	ISR Resource Operator(s)
	Engagement Mission Planners
	Legal Staff

	Unanticipated User(s)
	Resource Owner/Sponsor
	Engagement System

	Engagement System Operator(s)
	Product Archive
	Shared Track Database

	Shared Targeting Database
	Electronic Target Folder
	ISR Capability Catalog

	Commercial ISR Resource
	Coalition ISR Resource(s)
	Remoted ISR Resource(s)

	Secured ISR Resource(s)
	Incompatible ISR Resource(s)
	


The reader is referred to the EC08 Concept Architecture for more detailed description of these actors and an explanation of their role in F2T2EA use cases.

2.3.2 Use Case 1

Precision Targeting Using Coherent Change Detection (CCD) From Two Sources
Summary

UGS observations initiate a workflow which involves querying multiple image archives to locate necessary data.  Once the required data has been located CCD is performed and results are published to facilitate targeting or force deployment.

Preconditions 

Unattended Ground Sensors (UGS) “sense” activity at location of interest X,Y,Z at time t. 

Triggers 

UGS observation has been published to a SOS and alert has been generated

Basic course of events

1. An automatic search of multiple phase history and/or complex imagery databases / libraries (e.g. ASARS2A, Lynx SAR, Global Hawk SAR, Astor (UK), etc.) is performed for location X, Y, Z between time/date t1 and t2.

2. The corresponding SAR image(s) that meet the requirements in Action 2 are automatically sent to an exploitation workstation. 

3. Once the “base” image for the CCD image pair has been identified the exploitation software automatically “minds” the corresponding phase history or complex image “standard” metadata for platform and sensor information needed by the CCD algorithm.

4. After the exploitation algorithm has “minded” the base image phase history or complex imagery metadata, the algorithm notifies the analyst if his selected base image meets the requirements for a base CCD image.  If no, Step 5 is repeated.  If yes, go to Step 7.

5. The exploitation software automatically generates a list of tasking / collection options from a set pre-selected SAR platforms/sensors that include the collection geometries for the second image of the CCD pair.
6. The preferred platform/sensor is selected for the 2nd image of the CCD pair. Note: In this scenario, the platform/sensor selected for the 2nd image is different from the platform/sensor that produced the base image. A collection / tasking message is automatically generated and sent.
7. Once the 2nd phase history / complex imagery is collected under the conditions determined in Step 5, it is sent to the CCD processor and is “combined” with the base image and a CCD is produced and sent to the analyst for exploitation in a standard format.
8. Analyst uses the CCD results to perform precision geopositioning.
Post conditions

Geopositioning CCD results published to a WFS for access by other actors.

Notes

Without standardized phase history and complex imagery metadata it is not possible to efficiently and effectively support the discovery, production and/or exploitation of Advanced Geospatial Intelligence products (AGI) (e.g., coherent change detection, dynamic imaging, large frame processing, etc.).

Author and date

Bill Craig, revised Dec. 04, 2007
2.3.3 Use Case 2

OWS request and response messages (XML encodings with optional inline or out-of-band data) will ultimately need to be accredited to pass between security domains via the High Speed Guard (HSG) technology of the EC08 architecture. This use case outlines an initial (early) capability that will be used to develop feasible profiles of OWS specifications and test interoperability in a multiple enclave environment such as DCGS.

Sending Data Across Security Domains
Summary

During this demonstration it will be necessary securely exchange information between different security enclaves.  A High Speed Guard will be used to facilitate this cross security domain information sharing. Cursor on Target, TML

Preconditions 

External entity had discovered the location of necessary data via DIB and/or CS/W

Triggers 

A request for data has been received from an external domain

Basic course of events

1) A request for sensor data is received by demonstration data store component.  The source of the request is determine to be from a different security domain via the HSG 

2) The request is handled and specific data is retrieved.

3) The requested data is sent to the HSG

4) The HSG receives the data, parses the content and approves/disapproves forwarding of content

5) If the content has been approved for transfer  to the destination network, then the data if forwarded to the requestor

Post conditions

Notes

Without standardized sensor metadata it is infeasible for a client or intermediate process to utilize data from a heterogeneous network of sensors.

Author and date

Shayne Urbanowski, Dec. 07, 2007

2.3.4 Use Case 3

Note: this use case is an interpretation of the “EC08-JMT: NTISR/Strike, 3- NTISR Decision/Asset Allocation – Event Flow OV-6c” found in Appendix B.

NTISR Decision and Asset Allocation
Summary

Tracks are detected which prompt a decision by the Coalition Task Force (forward) node to investigate. NTISR assets are allocated and tasked and video data are transmitted rearward to DCGS for storage and viewing by the CTF node. These steps repeat for persistent ISR.

Preconditions 

Wide area surveillance assets are in place. 

Triggers 

Wide area surveillance detects tracks at location X,Y,Z and  time t. 

Basic course of events

1. Wide area surveillance asset (airborne) sends TRACKS message to CTF (forward) Node.

2. CTF Exploitation Analyst at CTF (forward) Node views, measures and analyzes data received. 

3. CTF Collection Manager at CTF (forward) Node decides to investigate and allocates needed NTISR assets.

4. CTF (forward) Node issues tasking to Airborne Command/Control (C2) Node.

5. Airborne C2 Node allocates ISR platform.

6. Airborne C2 Node issues collection tasking instructions to the allocated NTISR Assets.

7. NTISR Asset flies to ISR target area.

8. NTISR Asset captures video of potential targets.

9. NTISR Asset forwards or streams video to its attached Airborne C2 Node.

10. Airborne C2 Node transmits captured video to DCGS Node for storage in IPL database.

11. DCGS Node forwards captured video to CTF (forward) Node for viewing and analysis by CTF Exploitation Analysts, Track Managers and Collection Managers.

Post conditions

Video posted to DCGS storage and forwarded to CTF for viewing and further action.

Notes

Author and date

2.4 Data Rights

The acknowledgement, transfer, reservation, and exercise of usage rights on geospatial data are an important but complex topic of numerous OGC testbed threads and other activities. Most of these concerns are beyond the scope of the IP; however there should be nominal coverage of some of these concerns, at least as a placeholder for future work.

2.4.1 Terms of Use

The OGC Empire Challenge 2008 Pilot will be initially organized around the unclassified OGC Network and access will be provided to all selected participants.  Participants will need to agree to the terms and conditions stated on the OGC Network portal.  

Subsequently the Empire Challenge demonstration will be conducted in a classified environment.  Selected participants will need to go through an approval and certification process in order to participate in the classified demonstration. It will be necessary for participants to agree to the terms and conditions associated with the security policies of the networks which they will be accessing.

2.4.2 Authentication

When participating in the classified portion of the pilot, it is important to identity whom is accessing services. The identity management regime will be dictated by policies which are TBD.

2.4.3 Access Control

Control of access to application functions and service operations is also a complex and “live” topic, particularly its spatial and granular aspects. For the purposes of this pilot program, a coarse-grained access control accomplished using the above Basic Authentication should suffice.

2.4.4 Confidentiality

An encrypted (server-side SSL) connection should be made available; however, any further degree of PKI (Public Key Infrastructure) is considered beyond the scope of the present pilot.

3 Information Viewpoint

3.1 Overview

The information viewpoint is concerned with the semantics of information and information processing. It defines conceptual schemas for geospatial information and methods for defining application schemas. The conceptual, or base, schemas are formal descriptions of the model of any geospatial information. Application schemas are information models for a specific information community. Applications schemas are built from the conceptual schemas.

In this case, the specifics of the information viewpoint will be developed as a work item of the Pilot.  The information viewpoint will be augmented to take into account the existing information models/schema. Key elements of the information model are identified here. Refer also to section 6.3 of the EC08 Concept Architecture1 for description of ISR data objects and OGC conceptual schema and specifications.


3.2 Sensor Schema

In order to facilitate describing sensor systems and sensor observations it will be necessary to define schemas using SensorML, TransducerML and O&M.  Appendix A: EC08 IP Architecture References establishes the standards baseline to be used for this pilot.

3.3 Sensor and Observation Metadata

Metadata is data about data. Data producers use metadata elements and schema to characterize their geographic data. Metadata enables the use of geographic data in the most appropriate and efficient way by knowing its basic characteristics. Metadata facilitates data discovery, retrieval and reuse. Metadata also enables users to determine whether geographic data in a holding will be of use to them.

Metadata is applicable to independent datasets, aggregations of datasets, sensors, and sensor systems, as well as their state and appropriate behavior.  Pilot participants will design and implement the metadata needed to facilitate the use cases described above. 

3.4 Service Metadata

The most basic operation an information service must provide is the ability to describe itself. The services implemented in this project shall follow the OGC standard of providing a service operation called GetCapabilities that offers a rich set of service-level metadata to the caller. This is described generally in the OGC Web Services Common Specification. Service-specific metadata is described in the specification document for the particular service being implemented. 

3.5 Key OGC Data Objects 

This section highlights key OGC information model elements that are considered most relevant to the C4ISR domain and the EC08 demonstration priorities. These information model elements are fully documented in their respective OGC implementation specification and relevant OGC Abstract Specification topic volumes.

3.5.1 Geography Information Elements

See Section 6.3.2.1 [Geography Information Elements] of the EC08 Concept Architecture.

4 Computational Viewpoint

The computational viewpoint is concerned with the functional decomposition of the system into a set of services which allow clients and servers to interact via interfaces. This viewpoint captures the details of these components and interfaces without regard to actual distribution.

4.1 OWS Service Framework Overview

Reference section 6.3.3 [OWS Service Framework] of the EC08 Concept Architecture

4.2 Operational Service Interfaces 

In Figure 2, a very high-level depiction of OWS components operating at notional DCGS nodes: an “Observation System Node” and an “Information Management System Node”. OWS services and encodings are depicted within each. 

Within the “Observation System Node” element, the OWS service components provide common services for nominating/tasking sensor resources and accessing the resulting ISR data products. These services present a normalized representation of collected data from sensors, sometimes unprocessed or only minimal processed, sometimes fully processed and ready for analysis and exploitation. The OWS components at this node expose a standard set of capabilities (system behaviors) and a normalized, well-known means for describing the data and representing it for access and sharing across networks.

Within the “Information Management System Node”  element, OWS services provide common behaviors for processing and accessing data and normalized representations of the basic geospatial data types (Metadata, Coverage, and Feature). 
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Figure 2, SV1 - OGC Web Service View

Resource managers, analysts and decision-makers, through  the common behaviors exposed by OWS components and normalized representations of the data, can access either the unprocessed, minimally processed or specially-processed data  from the same application and can synthesize these data into new and dynamically changing information products that may, in turn, be stored, processed, shared and exploited.

4.2.1.1 SDI Framework

Reference section 6.3.3.1 [SDI Framework] of the EC08 Concept Architecture

5 Engineering Viewpoint

The Enterprise, Information, and Computation viewpoints describe a system in terms of its purposes, its content, and its functions. The Engineering viewpoint relates these to specific components linked by a communications network. This viewpoint is concerned primarily with the interaction between distinct computational objects: its chief concerns are communication, computing systems, software processes and the clustering of computational functions at physical nodes of a communications network. The engineering viewpoint also provides terms for assessing the “transparency” of a system of networked components – that is, how well each piece works without detailed knowledge of the computational infrastructure.

In a sense, this viewpoint examines the specific engineering “solutions” to problems posed by applying the information and computation elements of the architecture to the requirements of the use cases. Aspects of these solutions involve choice of technology, but also involve development of specific component interactions and workflows which support the desired user interactions.

In the context of a concept plan, this viewpoint is largely schematic and outline in nature. Further details will be filled in and refined for the purposes of the RFQ/CFP and then as the result of design, implementation, experimentation, and problem-solving during the course of the pilot.

5.1 Components

The characteristics of classes of software component are defined here.

Reference section 6.4.1 [Conceptual C4ISR Component Model] of the EC08 Concept Architecture

5.2 Protocols

5.2.1 HTTP Transport

Most interactions between distributed components in the EC08 Pilot will be via HTTP protocol, using the HEAD, GET, or POST methods.  

5.2.2 Authentication & Authorization

Requirements for authorization will be determined at a later date.  It is expected that this will involve using usernames and passwords exchanged via HTTP Basic, possibly using certificates and SSL-encrypted HTTP protocol for this purpose.

5.3 Workflows

5.3.1 Overview

Workflows are often the “solution” matching information transformations with user actions, particularly across distributed processing components. 

5.3.2 Observations to Features Workflow

The workflow shown below characterizes a series of processes which add value to initial sensor observations to produce information used to facilitate decision support.

· Receipt of raw observations from sensors.  These sensors could be on any type, ranging from in-situ motion sensors to space-born imaging sensors.  In this pilot and associated demonstration there is a focus on FMV and as such the sensor systems will represent this thrust.

· Storing raw or minimally processed observations in a data repository.  This SOS may be accessed by other systems and components which will perform process on this data.

· Schema transformations may be required to facilitate processing.   Schema transformations facilitate converting from the data schema provided by the SOS or source system to the schema required by the processing system.

· Processing observations to produce actionable information  

· Publish alerts based on sensor observations

· Dissemination of resulting features
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Figure 3, SWE Workflow

5.3.3 Tasking and Observation Access

The Sensor Planning Service (SPS) will be used to perform tasking of sensors.  In all use cases tasking and feasibility assessment is performed through the same path.  A tasking request will be made to a Sensor Net via the SensorWeb Data Center or other client.  The SPS will respond indicating if and when the collection is possible.

Once the collection is complete there are two paths through which the observations can be accessed.  The first option shown in figure 3 involves SPS providing a notification of collected data availability using WNS.   In this case the associated observations are stored in an SOS local to the Observation System and are accessed by a client or agent at the SensorWeb Data Center which received notification of the observation availability.
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Figure 4 - SPS w/ SOS

The second option for accessing observations is shown in figure 4.   This involves SPS tasking as before, but instead of the SPS publishing a notification of data availability, the observations are published directly to an external SOS-T.  In this scenario the SOS-T is part of the SensorWebData Center.  There would likely be an alerting mechanism, such as SAS, connected to the SOS-T which will notify subscribers of the new observation.  Not requiring the Observation System to support publishing notifications and not maintaining a local SOS provides the advantage of allowing the Sensor Net to be simpler, but more tightly coupled with external components.
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Figure 5 - SPS w/ SOS-T

5.3.4 Publishing Sensor Observations Across Domains

An important aspect of this demonstration is to assess how the SWE interfaces can interact with existing systems such as the High Speed Guard (HSG), DCGS Integrated Backbone (DIB) and DGGS in a multi-level security environment.   It is expected that advancements will be made in this area during the pilot.  The two fundamental uses cases involve having either a reference to data published to another domain or having both the metadata and observations being published.  The first would involve a system like SensorWeb publishing sensor and observation metadata to a DIB and CS/W in a different security domain as shown in Figure 5.  This metadata would be sent through a HSG.  Once the metadata is out of the HSG it would then be published to the appropriate repository.  In this case data may be published to the DIB and/or the CS/W.  A short record may be included in the DIB which references a CS/W or a full record may be published to the DIB which reference the SWE or OWS service which is capable of providing the data.  In either case it may be useful to use both the CS/W and DIB to facilitate use by a more diverse set of clients.  Once a reference to the service has been obtained, the client will then make a request through the HSG for the actual data.  The requested data will be returned to the HSG and eventually to the user. This approach potentially decreases the amount of data which needs to be transferred across the HSG, but increases the number of request sent back through the HSG.  The feasibility of this approach will be driven by network topology, data volume and data access characteristics.
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Figure 6 - Publish Reference to External Data

The other use case involves having the sensor or observation metadata and actual observation data published to an external security domain, depicted in Figure 6. This case involves all of the steps of the previous use case (transfer to HSG, publishing to DIB and CS/W) and includes the additional step of persisting the observation data to a SOS-T data store.  The data references published to the DIB and CS/W will point to a data repository in the repository’s security domain.  This approach potentially increases the amount of data which is transferred across the HSG, and negates the need for a client to access an external domain to retrieve the observations.  The feasibility of this approach will be driven by network topology, data volume and data access characteristics.
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Figure 7 - Publish Reference to Local Data

It may be most effective to utilize a hybrid approach which is based on the data characteristics and primary use cases.

6 Technology Viewpoint

The technology viewpoint is concerned with the underlying infrastructure of a system, describing the hardware and software components used. The specific details of this architectural view will continue to be filled out throughout the course of the pilot work, culminating in the completed pilot report at the end of the project. 

Reference section 6.1.2 [DCGS “To-be”] of Appendix A EC08 Concept Architecture.

Reference section 7 [Implementation Scenarios] of Appendix A EC08 Concept Architecture.

Appendix A: EC 08 Concept Architecture

The documents comprising the EC08 Concept Architecture are found on the OGC Portal (http://portal.opengeospatial.org) in the “Empire Challenge Architecture” folder of the “Defense and Intelligence WG” space:
1) “OGC Web Services (OWS) in Support of the C4ISR Enterprise,” version 1.0, 26 November 2007. Available online at: http://portal.opengeospatial.org/files/?artifact_id=24137
2) “OGC Empire Challenge 08 Use Case Exposition,” version 6.5, 5 November 2007. Available online at: http://portal.opengeospatial.org/files/?artifact_id=24138
Informative briefings presented at recent OGC TC meetings can be found on the OGC Portal:

1) “Empire Challenge OGC Pilot,” 11 December 2007. Briefing presented to D&I WG at 63rd OGC Technical Committee Meeting in Stresa, Italy. Available online at: http://portal.opengeospatial.org/files/?artifact_id=25639
2) “OGC Specifications at Empire Challenge,” 20 September 2007. Briefing presented to D&I WG at 62nd OGC Technical Committee Meeting in Boulder, Colorado (USA). Available online at: http://portal.opengeospatial.org/files/?artifact_id=23857
Appendix B: Supporting Material 

B.1. Use case 1. Detail with cross-references to Actors, Operational Views and System Views in EC08 Conceptual Architecture document.

	Step
	Action
	Phase History / Complex Imagery Metadata Requirement
	EC08 Concept Architecture –Actors
	EC08 Concept Architecture –Use Cases (Operational Views)
	Relevant OGC Specifications
	EC08 Concept Architecture –System Views

	1
	Unattended Ground Sensors (UGS) “sense” activity at location of interest X,Y,Z at time t. 
	N/A. This step initiates the scenario.
	UGS
	5.5 Find: Measure from FMV

5.9 Find: Search for Potential Targets

5.2 Find: Feed FMV.

5.4 Find Analyze FMV.
	SAS

WNS

SOS

OM
	7.1.2.4 – Sensor data collection, alert forward

7.1.4.4 – View, measure, analyyze ISR observation

	2
	An automatic search of multiple phase history and/or complex imagery databases / libraries (e.g. ASARS2A, Lynx SAR, Global Hawk SAR, Astor (UK), etc.) is performed for location X, Y, Z between time/date t1 and t2.
	In order to efficiently and effectively “discover” SAR collections for location X, Y, Z between time/date t1 and t2 these metadata elements must be the same across the sources (e.g. ASARS2A, Lynx SAR, Global Hawk SAR, Astor (UK), etc.)
	Product Archive
	5.8 Find: Retrieve Findings (product metadata)


	CSW

WNS

SensorML

TML
	7.1.2.1 – Sensor advertising

7.1.2.2 – Sensor capabilities discovery

7.1.3.2 – Retrieve: access and distribute

7.1.3.3 – Advertise: Notify and Catalog

7.1.4.1 – Discover resources

	3
	Once Action 2 has been done, the corresponding SAR image(s) that meet the requirements in Action 2 are automatically sent to an exploitation workstation. 
	Given standardized phase history / complex imagery metadata it would be possible to process any of the SAR data sources searched in Action 2 on a “common processor”; thus, improving the efficiency of producing said image(s) as well as potentially reducing storage requirements.
	Product Archive

Common Processor


	5.8 Find: Retrieve Findings


	CSW

WNS

SOS

WCS

OM
	7.1.3.1 – Store and Process

7.1.3.2 – Retrieve: access and distribute

7.1.3.3 – Advertise: Notify and Catalog

7.1.4.1 – Discover resources

	4
	Analyst identifies which image he wants to use as the “base” image for the CCD image pair. Once the image has been identified the exploitation software automatically “minds” the corresponding phase history or complex image “standard” metadata for platform and sensor information needed by the CCD algorithm.
	Metadata elements needed, include but are not limited to:

· Position of platform

· Roll, yaw, pitch

· Velocity

· Sensor Position

· Grazing angle

· Sensor Characteristics

· Mode

· Center frequency

· etc.


	Exploitation Analyst(s)

Track Manager(s)

Common Processor
	6.5 Find: Measure from FMV

[4.1 Plan: Query for ISR resource capabilities]

[4.2 Plan: Determine ISR Resource Availabilities]

[4.3 Plan: Plan FMV capture]
	CSW

WNS

SOS

WCS

WPS

WCTS

OM

SensorML

TML


	See step 3

7.1.4.4 – View, Measure, and analyze ISR observations

	5
	After the exploitation algorithm has “minded” the base image phase history or complex imagery metadata, the algorithm notifies the analyst if his selected base image meets the requirements for a base CCD image.  

If no, Step 4 is repeated.

If yes, go to Step 6.
	This Step is an example why the standard needs to be capability driven (i.e., CCD) so that the necessary metadata is identified. Also, if the metadata isn’t harmonized / standardized across the various sensors / platforms; then it is not possible to efficiently produce a CCD from two sources in a highly automated workflow. By standardizing the metadata it becomes possible to produce a CCD from a wide range of platforms; thus, given the warfighter more options in order to meet his operational requirements.
	Exploitation Analyst(s)

Track Manager(s)

Common Processor
	6.5 Find: Measure from FMV
	WPS

WNS

OM

SensorML

TML
	7.1.3.1 – Store and Process

7.1.3.3 – Advertise: Notify and Catalog

7.1.4.4 – View, Measure, and analyze ISR observations



	6
	The exploitation software automatically generates a list of tasking / collection options from a set pre-selected SAR platforms/sensors that include the collection geometries for the second image of the CCD pair.
	
	Common Processor
	6.5 Find: Measure from FMV

[4.1 Plan: Query for ISR resource capabilities]

[4.2 Plan: Determine ISR Resource Availabilities]

[4.3 Plan: Plan FMV capture]
	CSW

SensorML

TML

ACTM
	7.1.2.1 – Sensor Advertising

7.1.2.2 – Sensor capability discovery

	7
	Analyst (or appropriate person) selects the preferred platform/sensor for the 2nd image of the CCD pair. Note: In this scenario, the platform/sensor selected for the 2nd image is different from the platform/sensor that produced the base image. A collection / tasking message is automatically generated and sent.
	Without a standardized set of metadata to support a given capability (in this case CCD), it would not be possible to automatically produce a collection message in support of said capability.  Thus, a human would have to “hand-jam” the data into the message – increasing the timeline and chance for data entry errors.
	Exploitation Analyst(s)

Track Manager(s)

Collection Manager(s)
	4.1 Plan: Query for ISR Resource Capabilities

4.2 Plan: Determine ISR Resource Availabilities

4.3 Plan: Plan FMV Capture
	CSW

SPS

WNS

SensorML

TML

ACTM
	7.1.2.1 – Sensor Advertising

7.1.2.2 – Sensor capability discovery

7.1.2.3 – Collection nomination and tasking

7.1.3.2 – Retrieve: access and distribute

	8
	Once the 2nd phase history / complex imagery is collected under the conditions determined in Step 6, it is sent to the CCD processor and is “combined” with the base image and a CCD is produced and sent to the analyst for exploitation in a standard format (e.g. NITF 2.1).
	By having standardized metadata, all data streams coming from any platform/sensor looks the “same” to the processing and exploitation algorithms.
	Product Archive Exploitation Analyst(s)

Track Manager(s)

Common Processor
	5.8 Find: Retrieve Findings

6.5 Find: Measure from FMV
	WPS

WCTS

SOS

OM

SensorML

TML


	7.1.2.4 – Sensor data collection, alert forward

7.1.3.1 – Store and Process

7.1.3.2 – Retrieve: access and distribute

	9
	Analyst uses the NITF 2.1 CCD to perform precision geopositioning.
	The appropriate NITF TREs (e.g., ACFTA, AIMIDA, MENSRA, etc.) need to be populated and consistent with the metadata from either the phase history and/or complex imagery.
	Exploitation Analyst(s)

Track Manager(s)

Common Processor
	6.4 Fix: Analyze FMV

6.5 Fix: Measure from FMV

6.6 Fix: Store Findings
	SOS

WCS

WPS

WCTS

OM

SensorML

TML


	7.1.2.4 – Sensor data collection, alert forward

7.1.3.1 – Store and Process

7.1.4.4 – View, Measure, and analyze ISR observations




B.2. Supporting Use Cases

The information intended for this section are OV6c materials generated by the EC07 Joint Mission Thread teams. They are for information purposes only.  You may request a copy of these documents from the OGC Techdesk  < techdesk@opengeospatial.org  >, or via fax +1 812 961 2053.
Appendix C : EC08 IP Architecture References 

Refer to the OGC website (http://www.opengeospatial.org/specs/?page=baseline) for the authoritative listing of adopted documents.

Note: Please contact the OGC Tech Desk if you need assistance in gaining access to these documents (techdesk@opengeospatial.org).

OGC Specifications and Supporting Documents Relevant to EC08 IP:

1) OpenGIS® Geography Markup Language (GML) Implementation Specification (version 3.0), available at: http://www.opengeospatial.org/specs/?page=specs
2) OpenGIS® Filter Encoding Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
3) OpenGIS® Style Layered Description (SLD) Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
4) OpenGIS® Web Map Service (WMS) Implementation Specification, version 1.1.1, available at: http://www.opengeospatial.org/specs/?page=specs
5) OpenGIS® Map Context Documents Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
6) OpenGIS® Project Document 02-076r3: Gazetteer Service Profile of the Web Feature Service Implementation Specification, Version 0.9, Rob Atkinson and Jens Fitzke (eds.) , September 2002, <http://www.opengeospatial.org/techno/discussions/02-076r3.pdf>

7) OpenGIS® Web Feature Server (WFS) Implementation Specification, version 1.0, available at: http://www.opengeospatial.org/specs/?page=specs
8) Gazetteer Service Profile of a WFS, available at: https://portal.opengeospatial.org/files/?artifact_id=7175
9) OpenGIS® Catalog Service Implementation Specification, version 2.0.2, available at: http://www.opengeospatial.org/specs/?page=specs
10) OpenGIS® Project Document 03-024: OWS1 Registry Service, Richard Martell (ed.), January 2003, <not available electronically, please contact creed@opengeospatial.org >

11) OpenGIS® Web Coverage Service Implementation Specification, version 1.1.0 available at: https://portal.opengeospatial.org/files/?artifact_id=18153
OGC SWE Approved Implementation Specifications

1) OpenGIS Sensor Planning Service Implementation Specification; 1.0; 07-014r3

2) OpenGIS® Sensor Model Language (SensorML); 1.0; 07-000

3) OpenGIS® Transducer Markup Language (TML) Implementation Specification; 1.0; 06-010r6

4) OpenGIS® GML in JPEG 2000 for Geographic Imagery Encoding Specification; 1.0; 05-047r3 

5) OpenGIS® Sensor Observation Service;  1.0; 06-009r5 

OGC SWE Pending Specifications or Best Practices

1) Observations and Measurements - Part 1 - Observation schema; 0.0; 07-022r1

2) Observations and Measurements - Part 2 - Sampling Features; 0.0; 07-002r3

3) Sensor Alert Service RFC Package; 0.0; 07-072

4) Web Notification Service RFC Package;0.0;  07-071

Other OGC Specifications and Supporting Documents

1) OpenGIS® Abstract Specification Topic 11: OpenGIS® Metadata (ISO/TC 211 DIS 19115)  May 2001, <http://www.opengeospatial.org/techno/abstract/01-111.pdf>

2) OpenGIS® Abstract Specification Topic 12: OpenGIS® Service Architecture (Version 4.3), Percival, G. (ed.), January 2002, < http://www.opengeospatial.org/techno/abstract/02-112.pdf>

3) OGC Interoperability Program Concept Development Policies and Procedures” (also available from http://www.opengeospatial.org/ogc/policies/ippp), Percivall, George. 2005

ISO Specifications

1) ISO 19109 (Rules for Application Schema) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19109_(E).PDF
2) ISO 19110 (Methodology for Feature Cataloguing) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19110_(E).pdf
3) ISO 19111 (Spatial Referencing by Coordinates) : http://www.isotc211.org/protdoc/DIS/DIS19111.pdf 

4) ISO 19112 (Spatial Referencing by Geographic Identifiers) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19112_(E).pdf
5) ISO 19115 (Metadata) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19115_(E).pdf
6) ISO 19117 (Portrayal) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19117_(E).pdf
7) ISO 19119 (Services) : http://www.isotc211.org/protdoc/DIS/ISO_DIS_19119_(E).pdf
8) ISO 19123 (Schema for Coverage Geometry and Functions): http://www.isotc211.org/protdoc/211n1227/readme.htm
9) ISO 19115-2 Extensions for Imagery and Gridded Data

10) ISO 19139 XML Schema Implementation of ISO 19115:2003

11) ISO 19130 Sensor and Data Models for Imagery and Gridded Data

STANAG

1) STANAG 7023 – NATO Primary Imagery Format

2) STANAG 7085 – Interoperable Data Link for Imagery

3) STANAG 4607 – NATO GMTI Format

4) STANAG 4609 – Motion Imagery 

5) STANAG 4545 – NATO Secondary Imagery Format (NSIF)

6) STANAG 3277 – Aircraft Collection Tasking Message

7) STANAG 4633 – NATO Common Emitter Reporting Format

8) STANAG 4575 – NATO Advanced Data Storage (NADS)

9) STANAG 4559 – NATO Standard Imagery Library Interface

10) STANAG 7024 – Air Recce Tape Recorder Standard

Other Related Specifications:

1) EPSG, European Petroleum Survey Group Geodesy Parameters, Lott, R., Ravanas, B., Cain, J., Girbig, J.-P., and Nicolai, R., eds., http://www.epsg.org/
2) FGDC-STD-001-1988, Content Standard for Digital Geospatial Metadata (version 2), US Federal Geographic Data Committee, http://www.fgdc.org/metadata/contstan.html
3) ANSI/NISO Z39.50 Application Service Definition and Protocol Specification [ISO 23950 http://lcweb.loc.gov/z3950/agency/document.html]
4) IETF RFC 2109: HTTP State Management Mechanism http://www.w3.org/Protocols/rfc2109/rfc2109
5) IETF RFC 1729: Using the Z39.50 Information Retrieval Protocol in the Internet Environment [ftp://ftp.ietf.org/rfc/rfc1729.txt]
6) Uniform Resource Identifiers (URI): Generic Syntax (RFC 2396) T. Berners-Lee, R. Fielding, L. Masinter, available at: http://www.ietf.org/rfc/rfc2396.txt
7) Extensible Markup Language (XML) 1.0, Second Edition, Tim Bray et al., eds., W3C, 6 October 2000. See http://www.w3.org/TR/2000/REC-xml-20001006 
8) XML Schema Part 1: Structures. World Wide Web Consortium (W3C). W3C Recommendation (2 May 2001). Available [online]: http://www.w3.org/TR/xmlschema-1/
9) XML Linking Language (XLink) Version 1.0, DeRose, S., Maler, E., Orchard, D., available at http://www.w3.org/TR/xlink/
10) Web Services Description Language (WSDL) Version 1.2. W3C Working Draft (9 July 2002). World Wide Web Consortium (W3C). Available [online]: http://www.w3.org/TR/wsdl12/
11) Simple Object Access Protocol (SOAP) 1.1, Box, D., et. al., available at  http://www.w3.org/TR/SOAP/
12) UDDI – Universal Description, Discovery, and Integration, see  http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=uddi-spec
13) Registry Information Model v2.1, OASIS/ebXML Registry Technical Committee (Approved Committee Specification, June 2002). See http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=regrep
14) Registry Services Specification v2.1. OASIS/ebXML Registry Technical Committee (Approved Committee Specification, June 2002). See http://www.oasis-open.org/committees/tc_home.php?wg_abbrev=regrep






� “OpenGIS Web Services in support of the C4ISR Enterprise: EC08 Concept Architecture” available on the OGC portal at � HYPERLINK "http://portal.opengeospatial.org/index.php?m=projects&a=view&project_id=224&tab=2&artifact_id=24136" ��http://portal.opengeospatial.org/index.php?m=projects&a=view&project_id=224&tab=2&artifact_id=24136�)
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